User Group Definition: 

Primary User group (Customer)
Tertiary User group (SAP Developer)

As is state: 
A substantial volume of our customer support tickets is directly attributable to inadequate or confusing error messages. An AI-driven analysis of our ServiceNow ticket data quantifies this impact, revealing that error-related incidents accounted for a significant portion of the total volume over the past year: approximately 35% in Q1 2025, 45% in Q2 2025, and 40% in Q3 2025. This indicates a clear and persistent friction point in the user experience that is driving significant operational costs.

Strategic Approach and Objectives
The primary objective of this initiative is to significantly reduce support ticket volume by improving the error handling experience. Our strategy is not to address these issues on a case-by-case basis, which would be inefficient. Instead, we will pursue a systematic, scalable approach by improving the underlying error message frameworks in common, high-impact user journeys.
Our methodology will be grounded in established best practices, as defined by the UA guidelines for effective error messaging. Each improved error message will aim to provide:
1. Clarity: What exactly happened.
2. Context: Why it happened.
3. Solution: A potential path to resolution.
4. Action: A clear, actionable next step (e.g., a direct link or button).
Furthermore, we will proactively integrate AI capabilities, leveraging Joule to empower users with intelligent, self-service resolution options. The goal is to not only reduce ticket volume but also to build user confidence and trust in AI-assisted support, enabling them to resolve issues independently, using tokens of Joule. 



Problem Statement 
This report focuses on the user’s direct experience with the error message UI pattern. It synthesizes findings from the Q1-Q3 2025 support tickets and the recent usability study to outline the current experience and define clear user needs for improvement.
The Current User Experience: Opaque, Frustrating, and a Dead End
The prevailing user sentiment towards SBPA error messages is one of deep frustration. Users perceive them not as helpful guides, but as abrupt, uninformative blockers. 

1. Error Messages are Opaque and Non-Actionable: The most common feedback is that error messages are generic and provide no path to resolution. They state that a failure occurred, but not why. 
· Support Ticket Evidence: Users frequently receive messages like “Something is wrong. Please retry later,” “An unspecified error occurred,” or “The job is in error status, please contact your support.” These messages lack any diagnostic value.
· The “Correlation ID” Black Box: The inclusion of a correlation ID is consistently seen as a dead end for the user. As one user bluntly put it: “There is a correlation Id and some other info, but we cannot see those logs. We cannot know what is happening and need to open a SAP Support Ticket.”


2. Error Information is Hard to Discover: The usability study clearly showed that the UI fails to surface critical information. Users do not know where to look for details.
· Usability Study Finding: Five out of six participants immediately resorted to the browser’s F12 developer console to find more information, completely bypassing the intended UI path. Several explicitly stated they did not see the clickable line in the Testing Details panel, indicating its discoverability is critically low.
· User Quote: “I also see…where I start the test, but I don’t see directly the error message, only the artifact.” (TP#2)

3. Error Content is Often Misleading or Insufficient: Even when users find more details, the content can be confusing or point to the wrong cause, wasting valuable time.
· Support Ticket Evidence: The CIM bot error that blamed Outlook being closed when the actual issue was an image in the email body is a prime example of a misleading message.
· Usability Study Finding: A participant found the console error message confusing: “I’m actually not sure what the error message means exactly.” (TP#3). Another found the details “very limited” and unhelpful.


User Needs and Expectations
1. Across both data sources, users have articulated a clear and consistent set of needs for what a helpful error message experience should be.
· Need for Actionable, Clear Content: The message itself must provide guidance.
· What Users Expect: Users expect the message to explain the problem in plain language and, if possible, suggest a fix. They want to understand the root cause without having to become a platform expert.
· User Quote: “It’s given a state. I couldn’t see a reason for the failure.” (TP#5)

2. Need for In-Context Information: Users need to know where and with what data the error occurred.
· What Users Expect: Error details should include the specific step name or number and the data/variable values being processed at the moment of failure.
· User Quotes:
· “…we don’t have the reason or step number… if that is also included, then it might be a little bit easier to understand where exactly it is failing.” (TP#6)
· “What was the value (input, string value) that was passed.” (TP#3)

3.Need for Direct Navigation and Discoverability: The error message should be a starting point for debugging, not an end point.
· What Users Expect: Errors displayed in the UI (e.g., in Testing History or Monitoring) should be clickable links that navigate the user directly to the failed step within the process or automation canvas.
· User Quotes:
· “If the error message is not clickable it is not very useful cause it doesn’t give important information.” (TP#3)
· “I hope when I click on one of this test history then I will open a window where I can find a detail error message like OK at this point the process will stop or something like that.” (TP#2)
· Need for Proactive Error Handling Mechanisms: More advanced users want the ability to build resilient automations by programmatically handling errors.
· What Users Expect: The ability to configure alerts (e.g., send an email on failure) or to access detailed error information (like node ID or file name) within a ‘catch’ block to create robust, custom logging.
· Support Ticket Evidence: “Please tell me about error handling in Build Process Automation. […] I was wondering if there is some way to handle the error, such as sending an email when it occurs.”
In summary, the current error message pattern is failing to meet basic user needs for clarity, context, and actionability, forcing an over-reliance on external tools and SAP support. A successful redesign should focus on making errors transparent, contextual, and a navigable part of the debugging workflow.

Top Main 4 Areas with Unclear and Non-Actionable Error Messages
1. Project Deployment and Release This is the single most common area for high-impact, low-clarity errors. The user has completed their work and is trying to make it operational, but is blocked by a vague system message.
· Why it’s a top area: Deployment is a critical, final step. Failures here are highly frustrating and often halt UAT or production rollouts. The user has no visibility into the backend deployment process.
· Common Scenarios & User Pain: A user clicks “Release” or “Deploy” and, after a long wait, receives a generic failure. They have no idea if the cause is a logical error, a platform quota, a payload size issue, or a transient platform bug.
· Typical Error Messages Encountered:
· Not all conditions for project release have been met. The status of the artifact [artifact_name] of type [artifact_type] is not valid.
· Deployment request timeout.
· An unspecified error occurred. Contact support citing logId...
· Payload size is larger than allowed: 1,653,747, max 1,048,576
· The Core User Problem: The user is not told which condition failed or why the artifact’s status is invalid. They need to know the specific problem (e.g., “Condition on ‘Branch X’ is empty,” “Your process context exceeds the 1MB limit”) to fix it.

2. External Connectivity (Destinations, Actions, and Mail Server)Connecting SBPA to the outside world is fundamental but fraught with opaque authentication and network errors. The user has correctly configured a destination, but the runtime execution fails.
· Why it’s a top area: Integration is essential. Failures here block end-to-end processes and are hard to debug because they involve multiple systems.
· Common Scenarios & User Pain: A user calls an API via an Action or tries to send an email. The call fails with a generic HTTP status code or a vague connectivity error, even though the same call works from Postman or the destination “Check Connection” in BTP is successful.
· Typical Error Messages Encountered:
· Action execution resulted in 401 with response {}.
· An unexpected error has occurred due to missing SMTP configuration.
· queryA ENOTFOUND [hostname] or socket hang up.
· Could not fetch X-CSRF token. 
· The Core User Problem: Generic codes like 401 Unauthorized are not enough. The user needs to know what was wrong with the request. Was the token missing? Was it expired? Was it a permissions issue for the technical user? They lack the request/response visibility to debug.

3. In-Studio Authoring Experience (Saving & Editing)This relates to errors that occur directly within the Build lobby or studio canvas, blocking the user from even creating or modifying their process.
· Why it’s a top area: These errors prevent any work from getting done and erode confidence in the platform’s basic stability.
· Common Scenarios & User Pain: A user opens a project and is immediately met with an error, preventing them from editing any artifact. Or, they try to save a change and the UI hangs or returns a generic failure. This was particularly acute with the Q2 “notificationtemplate” bug and the Q3 “Edit Script” failure.
· Typical Error Messages Encountered:
· Request failed with status code 400. Unable to recognize the artifact type [notificationtemplate].
· Cannot read properties of null (reading 'getSelectedNode') (from console).
· Something is wrong. Please retry later or open a support ticket. (when saving).
· The Core User Problem: The user has no idea what is wrong with their project artifact or the platform itself. The message gives no clue as to what notificationtemplate is or why the script editor won’t load, making them completely dependent on a platform-wide fix or support intervention.

4. Document Information Extraction (DOX) & AI ServicesAs a newer, more complex feature, users encounter frequent configuration and runtime errors that are poorly explained.
· Why it’s a top area: This is a key “intelligent” feature, and a poor experience here damages the perception of SBPA’s advanced capabilities.
· Common Scenarios & User Pain: A user tries to create a document template or use an extraction activity and gets a cryptic error. The process runs, but extraction returns empty fields with no error, or the job fails with a message blaming a deleted template even when it’s active.
· Typical Error Messages Encountered:
· Call to Document Information Extraction failed with status 400 BAD_REQUEST.
· Could not get status for templates: "spawnSync [...] ENOENT".
· The requested template could not be found... It might have been deleted. (when it hasn’t).
· The Core User Problem: Users don’t understand the relationship between their SBPA project and the underlying DOX service. They need to know if the problem is with their subscription, the template schema, the API call, or the document itself. The errors provide no such distinction.



Current State Analysis: Error Message Examples
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